
For given 𝐗, 𝐘 and 𝐙, rank-1 NMMF (non-negative 

multiple matrix factorization) finds 𝒂, 𝒃,𝒘 and 𝒉 to 

minimize 
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𝜂𝑖𝑗 = 𝜂𝑖1𝜂1𝑗

Simultaneous Rank-1 𝜼-condition

Simultaneous Rank-1 𝜽-condition
The best rank-1 NMMF of 𝐗, 𝐘 and 𝐙 is given as

Introduction

Information Geometry of Rank-1 NMMF

Main Result

Faster Rank-1 NMF with Missing Values

Experiments on Real Data

Theory
‣ We found the formula of the best rank-1 factor 

sharing NMF w.r.t. minimizing KL divergence.
Matrices Probability on a poset

𝑿, 𝒀, 𝒁 is simultaneously rank-1 decomposable.

One-body 𝜼-parameters do not 

change before or after the projection.

Rank-1 Non-negative Multiple Matrix Factorization

Rank-1 NMF with Missing Values

‣ We developed a non-gradient-based rank-1 NMF 

method with missing values based on the formula. 

A1GM: Proposed Method for Rank-1 NMF with Missing Values

For given 𝐗 with missing values, 

find 𝒘 and 𝒉 to minimize 

𝑆(𝐗) is sum of all elements of 𝐗.

Log-linear model on poset:

One-body parameter

Two-body parameter

⇔ It can be written as 𝒘⊗𝒉, 𝒂⊗ 𝒉,𝒘⊗ 𝒃 .

‣ NMMF can be viewed as a special case of NMF with missing values.

Equivalent

Step1: Increase the number of missing values.

Step2: Gather missing values in the bottom right.

Step3: Use the formula of rank-1 NMMF and repermutate.

𝚽𝑖𝑗 = ቊ
0
1

If 𝐗𝑖𝑗 is missing

otherwiseElement-wise product

.

Its all two-body 𝜃-parameters are 0.

Our method is compared with gradient-based KL-WNMF.

- Relative runtime < 1 means A1GM is faster than KL-WNMF.

- Relative error > 1 means worse reconstruction error of A1GM than KL-WNMF.

Increase rate is the ratio of # missing values
after addition of missing values at step1. 

A1GM is a non-gradient-based method. 

No worries about initial values, stopping criterion, and learning rate 😄.

Much faster!!

Index set of the poset is the sample space.

.


